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This picture will summarize the process we are working in.
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Getting Started with OwlH



	Components

	Capabilities

	Architecture





Check our Github repos [https://github.com/owlh-net]





          

      

      

    

  

    
      
          
            
  
Components

[image: ../_images/architecture_block.png]
OwlH will help to integrate and manage multiple NIDS solutions, providing a centralized management solution. To accomplish this, we deploy different components.

OwlH provides flexibility and scalability to be integrated with 3rd party solutions as Moloch for forensics and many others. You can grow as needed in your network.


OwlH Master

Is an appliance running the centralized management API. All centralized stuff happens here. configurations, synchronizations.

see more about OwlH Master




OwlH Node

Is an appliance that will include NIDS software as Suricata and/or Zeek. This appliance will be able to listen network traffic, analyze it and forward analysis results to an storage and visualization platform like ELK or Splunk.
It also helps with network traffic transport in our Software TAP configuration

see more about OwlH Node




OwlH UI

The graphical User Interface that will provide an easy access and visualization of all management capabilities

see more about OwlH User Interface




OwlH Client

Small and light weight client used to transport traffic from servers to an OwlH Node or OwlH Master when there is no way to access directly network traffic, ex. Cloud environments.

see more about OwlH Client

Check our Github repos [https://github.com/owlh-net]







          

      

      

    

  

    
      
          
            
  
Capabilities


NIDS and Traffic analysis support



	Suricata Management


	Zeek Management


	Moloch Management










Top capabilities



	OpenRules


	Analyzer


	Groups










Traffic transport and management



	Software TAP NODE side


	Software TAP MASTER side


	Traffic dispatcher MASTER side


	Traffic Forwarder CLIENT side (Linux - Windows)










OwlH Plugins



	MAC management


	Known Ports management


	DNS data exfiltration analysis










Others



	RBAC management


	User Authentication using LDAP


	Change Control records


	Internal incident records


	OwlH software update













          

      

      

    

  

    
      
          
            
  
Architecture

[image: ../_images/architecture_block.png]

Standard data flow

[image: ../_images/architecture-io.png]



Inside OwlH Node

Traffic analysis by NIDS

[image: ../_images/insidenode.png]
NIDS output analysis and enrichment with OwlH Analyzer

[image: ../_images/analyzer.png]



Used ports

[image: ../_images/ports.png]
Thanks to our flexible architecture, we can adapt to any scenario. Here we have some samples of running environments:



	Scenarios













          

      

      

    

  

    
      
          
            
  
Install OwlH


OwlH Installer

Install your OwlH components and related services with OwlH Installer.



	OwlH Installer










Install components


Standard Installation

Review your scenario an use these guides to help you to deploy



	OwlH Master


	OwlH Node


	OwlH UI


	OwlH Client










Advanced Installation

See more installation options available.



	Advanced installation












Configure



	User Interface - APP


	API description










Visualization



	OwlH dashboards integration Wazuh-ELK










Appendices



	main requirements













          

      

      

    

  

    
      
          
            
  
Update and upgrade OwlH


OwlH components



	OwlH Master


	OwlH Node


	OwlH UI


	OwlH Client













          

      

      

    

  

    
      
          
            
  
User Manual



	First configuration

	Configuration Files

	OwlH API









          

      

      

    

  

    
      
          
            
  
First configuration


User Interface


	Access to your UI/APP


	Register a node


	
	Create a ruleset for suricata

	
	Create a ruleset source


	Create a local ruleset


	Apply ruleset to a node or group of nodes















Analyzer


	Enable Analyzer







Suricata


	Configure Suricata







Zeek


	Configure Zeek as standalone







Wazuh


	Configure Wazuh to read the OwlH Analyzer output alerts.json file










          

      

      

    

  

    
      
          
            
  
Configuration Files



	API service configuration files

	Main Configuration files (main.conf)

	Analyzer configuration file









          

      

      

    

  

    
      
          
            
  
API service configuration files


Node configuration

appname = OwlHnode
runmode = dev
autorender = false
copyrequestbody = true
EnableDocs = true
ListenTCP4 = true
EnableHTTP = false
EnableHTTPS = true
HTTPSAddr = "0.0.0.0"
HTTPSPort = 50002
HTTPSCertFile = "conf/certs/ca.crt"
HTTPSKeyFile = "conf/certs/ca.key"
EnableDocs = true








Master configuration

appname = OwlHmaster
runmode = dev
autorender = false
copyrequestbody = true
EnableDocs = true
ListenTCP4 = true
EnableHTTP = false
EnableHTTPS = true
HTTPSAddr = "0.0.0.0"
HTTPSPort = 50001
HTTPSCertFile = "conf/certs/ca.crt"
HTTPSKeyFile = "conf/certs/ca.key"
EnableDocs = true











          

      

      

    

  

    
      
          
            
  
Main Configuration files (main.conf)

there are main.conf files in owlh node and owlh master

you can find details about each file here:



	Master Main Configuration file

	Node Main Configuration file









          

      

      

    

  

    
      
          
            
  
Master Main Configuration file

this is master main.conf file description


If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net




OwlH - current v0.14.x - Mar - OwlH Changelog [https://github.com/OwlH-net/roadmap/blob/master/README.md]

documentation last updated - Jul 06, 2020







          

      

      

    

  

    
      
          
            
  
Node Main Configuration file


Global settings


	node


	loop


	files


	execute


	service


	deploy







Suricata


	suricata


	suricataBPF


	suricataRuleset


	suricataRulesetReload


	suristop


	suristart


	suripath


	suribin


	surirunning







Zeek


	zeek


	loaddatazeekpath


	loaddatazeekrunning







Wazuh


	wazuhStart


	wazuhStop


	loadDataWazuhPath


	loadDataWazuhBin


	loadDataWazuhRunning







Software TAP


	stap


	stapCollector


	stapPubKey







Data Bases


	stapConn


	groupConn


	pluginConn


	nodeConn


	monitorConn







Analyzer


	analyzer







If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net




OwlH - current v0.14.x - Mar - OwlH Changelog [https://github.com/OwlH-net/roadmap/blob/master/README.md]

documentation last updated - Jul 06, 2020







          

      

      

    

  

    
      
          
            
  
Analyzer configuration file

{
  "enable":true,
  "outputfile":"/var/log/owlh/alerts.json",
  "prefilterfile":"conf/prefilters.json",
  "postfilterfile":"conf/postfilters.json",
  "tagsfile":"conf/tags.json",
  "srcfiles": [
      "/var/log/suricata/eve.json",
      "/usr/local/zeek/logs/current/conn.log",
      "/usr/local/zeek/logs/current/dns.log"
  ],
  "feedfiles": [
      {
          "feedfile":"/usr/local/owlh/src/owlhnode/conf/feeds/otx.feed",
          "workers":4
      },
      {
          "feedfile":"/tmp/local.feed"
      },
      {
          "feedfile":"/usr/local/owlh/src/owlhnode/conf/feeds/xforce.feed",
          "workers":4
      },
      {
          "feedfile":"/usr/local/owlh/src/owlhnode/conf/feeds/falcon.feed",
          "workers":4
      }
  ]
}









          

      

      

    

  

    
      
          
            
  
OwlH API

The OwlH API is an open source RESTful API that allows for interaction with the OwlH Master and OwlH Node components from a web browser, command line tool like cURL or any script or program that can make web requests. The OwlH UI and APP relies on this totally. Use the API to easily perform everyday actions like adding a node, restarting the services or looking up status details.



	OwlH MASTER RESTful API

	OwlH NODE RESTful API









          

      

      

    

  

    
      
          
            
  
OwlH MASTER RESTful API


Note

Work in progress.







          

      

      

    

  

    
      
          
            
  
OwlH NODE RESTful API


Note

Work in progress.







          

      

      

    

  

    
      
          
            
  
Troubleshooting


Warning

work in progress…




Note

If you are missing something in this documentation, please say hello in our slack #doc channel and let us know what is missing or should be good to have.




	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]





OwlH Node

Suricata doesn’t create alerts




OwlH Master




OwlH UI









          

      

      

    

  

    
      
          
            
  
Looking for…



	OwlH and Suricata

	OwlH and Zeek

	OwlH and Moloch









          

      

      

    

  

    
      
          
            
  
OwlH and Suricata

As usual, please keep in contact if there is any clarification or help needed.


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net





Main steps


	Install Suricata from OwlH Script


	
	Default settings when you install from OwlH script

	
	configuration files


	rules folder


	bpf file and folder


	socket - PID files










	
	Choose between Suricata management models

	
	Manage by OwlH


	Expert mode

















Suricata output with OwlH



	Standard eve.json


	Socket output










Suricata Rules

Use OpenRules to:



	create local rulesets based on 3rd party rulesets and custom rules


	synchronize each local ruleset with one or mode nodes


	schedule ruleset update


	edit rules from User Interface


	enable or disable rules


	search rules and find where are rules installed and stored







see OpenRules









          

      

      

    

  

    
      
          
            
  
OwlH and Zeek


Integration Logical Diagram

[image: ../_images/broowlh.png]

Components


	OwlH Node - Zeek IDS and Wazuh Agent


	Wazuh Manger


	Logstash Server


	Elastic and Kibana Server




Let’s see what we need to modify on each component to be able to manage this Bro and Wazuh integration.






Configure - Zeek - OwlH Node

This system will require Bro working of course, and Wazuh agent installed. OwlH instructions will help to configure both Bro and Wazuh agent.




Zeek Logs Output format to JSON


Option 1 - Modify ASCII writer output

you can load the json_logs.bro configuration that will tell ASCII writer to write output in JSON format.
You must include following line in your .bro configuration files. It can be /etc/bro/site/local.bro or you can follow our recomendation and write the configs in owlh.bro file (please, see below).

This will modify output and will store just json output, you won’t have ASCII output.

@load tuning/json_logs.zeek








Zeek Event Enritchment to help Wazuh ruleset

It is a good idea to help wazuh rules to do their job, to include a field that will identify what kind of log line we are analyzing. Bro output doesn’t include that info per line by default, so we are going to help wazuh by including the field ‘bro_engine’ that will tell wazuh what kind of log is it.

We are using redef function to include a custom field for each ::Info record of each Protocol. Here are just a few of them, we will include more by default in next releases.

redef record DNS::Info += {
    bro_engine:    string    &default="DNS"    &log;
};
redef record Conn::Info += {
    bro_engine:    string    &default="CONN"    &log;
};
redef record Weird::Info += {
    bro_engine:    string    &default="WEIRD"    &log;
};
redef record SSL::Info += {
    bro_engine:    string    &default="SSL"    &log;
};
redef record SSH::Info += {
    bro_engine:    string    &default="SSH"    &log;
};








Loading Zeek customizations at Zeek start

We include all OwlH customizations in OwlH_*.bro files, that helps to have a clear view of what OwlH does as well as we hope it will simplify configuration management.

Under /etc/bro/site we will create two files


	owlh.bro - Will include JSON call and @load for bro_engine field definition.


	owlh_types.bro - Will include all redef statments




You will only need to load OwlH.bro at the end of your local.bro file to include all these configurations

@load /etc/bro/site/OwlH.bro





owlh.bro looks like:

@load tuning/json-logs.zeek
@load owlh.zeek





and owlh.zeek:

redef record DNS::Info += {
    bro_engine:    string    &default="DNS"    &log;
};
redef record Conn::Info += {
    bro_engine:    string    &default="CONN"    &log;
};
redef record Weird::Info += {
    bro_engine:    string    &default="WEIRD"    &log;
};
redef record SSL::Info += {
    bro_engine:    string    &default="SSL"    &log;
};
redef record SSH::Info += {
    bro_engine:    string    &default="SSH"    &log;
};










Review your Kibana Dashboard

for integration with wazuh-elk you will need to verify that OwlH filebeat Module is loaded in Wazuh Manager servers and OwlH elasticsearch template and kibana dashboards are loaded.

Configure and integrate with Wazuh-ELk

[image: ../_images/kibanabro.png]
And that’s all folks.









          

      

      

    

  

    
      
          
            
  
OwlH and Moloch


Configure Moloch



	Install it on Master


	Install in a remote server










Moloch in Master



	Configure Moloch to read from owlh interface


	Configure STAP on Master to collect socket and replay to owlh interface










Moloch in remote server



	Configure NFS to publish a PCAP folder


	Configure Master to connect to Moloch server PCAP folder


	Configure OwlH Master Dispatcher to include Moloch PCAP folder in the pool


	Configure STAP on Master to collect socket and write to PCAP













          

      

      

    

  

    
      
          
            
  
Use Cases

What do you want to achieve with NIDS platform in your Network?


BASIC



	Monitor a single server traffic


	Monitor traffic from one or multiple network segments using a SPAN/Mirror Port










ADVANCED



	I have some remote/cloud servers but I can’t use SPAN/Mirror facilities and I need to monitor server’s traffic


	Transport traffic from remote servers in cloud environment for analysis, storage and forensic


	We have an hybrid cloud (AWS, Google Cloud, AZURE) and on-premises environment and need a centralized NIDS management and security view










INTEGRATE WITH WAZUH


Integrate with Wazuh

This will help you:


	Just send default Suricata alerts to Wazuh-ELK


	Unify Suricata and Zeek outputs, send to Wazuh-ELK and visualize with some cool dashboard













          

      

      

    

  

    
      
          
            
  
If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net




OwlH - current v0.14.x - Mar - OwlH Changelog [https://github.com/OwlH-net/roadmap/blob/master/README.md]

documentation last updated - Jul 06, 2020





          

      

      

    

  

    
      
          
            

Index



 




          

      

      

    

  

    
      
          
            
  
Sync with ELK 7.x


Warning

Be sure you are running ELK (elasticsearch, filebeat and kibana) with version >7.3.2



As usual, please keep in contact if there is any clarification or help needed.


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net




We will need to modify a bit the Wazuh’s default filebeat configuration, we will do:



	import OwlH-Kibana objects in Kibana


	load OwlH template in Elasticsearch


	install OwlH-Filebeat module


	modify Wazuh’s module to exclude OwlH Lines


	modify Filebeat main configuration to include OwlH module








Attention

You must have access to your Wazuh’s manager shell console where Filebeat is installed and to Kibana’s console




Note

Please, check URLs and paths to ensure you use the right commands and that you adapt command lines as needed.




Download files and prepare

# cd /tmp
# mkdir /tmp/owlhfilebeat
# wget repo.owlh.net/elastic/owlh-filebeat-7.4-files.tar.gz
# tar -C /tmp/owlhfilebeat -xf owlh-filebeat-7.4-files.tar.gz






Import OwlH kibana dashboards and objects in Kibana

# curl -X POST "localhost:5601/api/saved_objects/_import" -H "kbn-xsrf: true" --form file=@/tmp/owlhfilebeat/owlh-kibana-objects-20191030.ndjson








Install OwlH template

# curl -XPUT -H 'Content-Type: application/json' 'http://localhost:9200/_template/owlh' -d@/tmp/owlhfilebeat/owlh-template.json








Install OwlH module

# tar -C /usr/share/filebeat/module/ -xf /tmp/owlhfilebeat/owlh-filebeat-7.4-module.tar.gz








Modify Wazuh Module

# vi /usr/share/filebeat/module/wazuh/alerts/config/alerts.yml






Attention

be sure your file looks like this



fields:
  index_prefix: {{ .index_prefix }}
type: log
paths:
{{ range $i, $path := .paths }}
 - {{$path}}
{{ end }}
exclude_lines: ["bro_engine"]










Modify filebeat


Modify Filebeat configuration

# vi /etc/filebeat/filebeat.yml






Attention

be sure your file looks like this



# Wazuh - Filebeat configuration file
filebeat.modules:
  - module: wazuh
    alerts:
      enabled: true
    archives:
      enabled: false
# OwlH Module
  - module: owlh
    events:
      enabled: true

setup.template.json.enabled: true
setup.template.json.path: '/etc/filebeat/wazuh-template.json'
setup.template.json.name: 'wazuh'
setup.template.overwrite: true
setup.ilm.enabled: false
## OwlH pipeline sync
filebeat.overwrite_pipelines: true








Restart Filebeat

You should be done. check your kibana to see the OwlH dashboards in dashboards section, and indices in discovery section.

Restart Filebeat

# systemctl restart filebeat

Check Filebeat output

# journalctl -f -u filebeat

From your web browser, check kibana->dashboards













          

      

      

    

  

    
      
          
            
  
About OwlH

Security world is not related to a tool. It is related to a continuous process that must be able to evolve and adapt to your network, systems, and software as they do.

Also, Security and cyber-security terms are a really big and complex world with a huge amount sub-worlds, regions, areas, or whatever how you would like to call them

OwlH is born to help with one piece of this galaxy. We can summarize it as help to implement and maintain Network Traffic Analysis process based in Network IDS open source solutions. But a process is not just a tool or a solution, it will contain tasks, tools, solutions and it must evolve and adapt.

So, OwlH is about that, a platform to provide process definitions that will use 3rd party tools or solutions, our own tools, and our tasks definition to successfully implement them.

This picture will summarize the process we are working in.

[image: ../_images/owlhprocess.png]

	Our target right now is to provide help for:

	
	Network IDS integrated with Host IDS solution


	On-Premises Network IDS


	Cloud Network IDS Software TAP


	Network IDS Orchestration


	Alert Enrichment


	Data Visualization


	Adapt and response








[image: ../_images/owlh-flavour.png]

If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net




OwlH - current v0.14.x - Mar - OwlH Changelog [https://github.com/OwlH-net/roadmap/blob/master/README.md]

documentation last updated - Jul 06, 2020







          

      

      

    

  

    
      
          
            
  
OwlH All-in-One configuration


What is OwlH All-In-One?

An all-in-one configuration will help you to test OwlH solution in a small environment or lab.

While it is not recommended for production environment, it may work for small companies.

[image: ../_images/allinone.png]



Installation - auto install

this all-in-one predefined installation will deploy everything needed and configure all them mostly. This is based on a CentOS 7. Just a few steps:


Requirements

Before to start we need to be sure we have what we will need to run this allinone.



	recommended

	Your instance should have at least two interfaces, one for management, one for sniffing. Secundary interface should be connected to a SPAN port or Port mirror.



	mandatory

	You must provide a Wazuh working deployment, That means an accessible wazuh manager connected to a ELK.











Installation


	deploy your CentOS 7.


	Download OwlH All-In-One Installer




# wget http://repo.owlh.net/current-centos/owlh-allinone.sh






	Run installer




# bash owlh-allinone.sh






Note

Note #1:

.- If you are not using an AWS deployment you will need to modify /var/www/owlh/conf/ui.conf to use your real OwlH IP.



{
    "master":{
        "ip":"<MASTERIP>",   <<< change with your master API IP
        "port":"50001"
    }
}






Note

Note #2:

.- By default, Suricata and Zeek installations are disabled right now.
if you want to run them you can uncomment Suricata and Zeek lines in owlh-allinone.sh script



bash /tmp/owlhscripts/owlhinterface.sh
bash /tmp/owlhscripts/owlhui-httpd.sh
#bash /tmp/owlhscripts/owlhsuricata.sh <<< will install Suricata 5.0.1
#bash /tmp/owlhscripts/owlhzeek.sh     <<< will install Zeek 3.0.1
bash /tmp/owlhscripts/owlhwazuh.sh





This will install OwlH components as well as Suricata, Zeek and Wazuh agent. Please be patient as it may take a while.






Check your Firewall

Please, be sure your firewall is properly set.


When using iptables

OwlH Master and UI:

* sudo iptables -A INPUT -p tcp --dport 50010:50020 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT
* sudo iptables -A INPUT -p tcp --dport 50001 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT
* sudo iptables -A INPUT -p tcp --dport 8005 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT
* sudo iptables -A INPUT -p tcp --dport 443 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT
* sudo iptables-save





OwlH Node:

sudo iptables -A INPUT -p tcp --dport 50010:50020 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT
sudo iptables -A INPUT -p tcp --dport 50002 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT
sudo iptables-save








When using firewalld

OwlH Master and UI:

sudo firewall-cmd --zone=public --permanent --add-port=50001/tcp
sudo firewall-cmd --zone=public --permanent --add-service=https
sudo firewall-cmd --zone=public --permanent --add-port=50010-50020/tcp
sudo firewall-cmd --zone=public --permanent --add-port=8005/tcp
sudo firewall-cmd --reload





OwlH Node:

sudo firewall-cmd --zone=public --permanent --add-port=50010-50020/tcp
sudo firewall-cmd --zone=public --permanent --add-port=50002/tcp
sudo firewall-cmd --reload










Point your browser

https://your.owlh.ip,
https://your.owlh.ip:50001/v1/home





see our User Interface Manual [http://documentation.owlh.net/en/0.10.0/main/OwlHUI.html]


	Accept certificate for owlh:443 and owlh:50001


	
	If not connected to the right Master ip

	
	
	if you can’t see the right information verify that your.owlh.ip address is correctly saved:

	
	Go to top menu -> config -> set your master ip with your.owlh.ip and save.










	
	If ip isn’t changed it can be because a permission issue with the ui.conf file.

	
	Modify the /var/www/owlh/conf/ui.conf file with your prefered shell editor.


















	Modify or add your first node ip with the current node ip, should be same than owlh.ip


	
	Register your Wazuh agent with your wazuh manager.

	
	follow Wazuh instructions to register your wazuh agent. Wazuh agent software is now installed so you only need to automatically register agent using authd command or manually, and update ossec.conf file to point to your wazuh manager (this can be done from OwlH UI)


	remember to restart your agent




https://documentation.wazuh.com/current/user-manual/registering/api/api-register-linux-unix.html#linux-and-unix-hosts









Now we need to configure Wazuh Manager and ELK to allow OwlH data flow




Installation - Update your software

OwlH Installer will help you to keep your All-in-one updated.

Edit file config.json and define action as update

# vi /tmp/owlhinstaller/config.json

... (~line 18)
"tmpfolder":"/tmp/",
"action": "update",         <<<<< be sure action is update
"repourl":"http://repo.owlh.net/current-centos/",
"target": [
    "owlhmaster",
    "owlhnode",
    "owlhui"
],
...





Run again your owlhinstaller

# cd /tmp/owlhinstaller
# ./owlhinstaller





More to come.




If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net




OwlH - current v0.14.x - Mar - OwlH Changelog [https://github.com/OwlH-net/roadmap/blob/master/README.md]
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OwlH BASIC configuration



	prepare your environment
* traffic capture



	sizing


	capture configuration








	OS versions and support


	traffic store sizing


	hardware physical or virtual specs






	install owlh components
* OwlH Master
* OwlH Node
* OwlH UI
* OwlH Client


	Configure
* from UI
* API description


	Visualization
* OwlH dashboards integration Wazuh-ELK


	Use It








If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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OwlH - Zeek and Wazuh


Integration Logical Diagram

[image: ../_images/broowlh.png]

Components


	OwlH Node - Zeek IDS and Wazuh Agent


	Wazuh Manger


	Logstash Server


	Elastic and Kibana Server




Let’s see what we need to modify on each component to be able to manage this Bro and Wazuh integration.






Configure - Zeek - OwlH Node

This system will require Bro working of course, and Wazuh agent installed. OwlH instructions will help to configure both Bro and Wazuh agent.




Zeek Logs Output format to JSON


Option 1 - Modify ASCII writer output

you can load the json_logs.bro configuration that will tell ASCII writer to write output in JSON format.
You must include following line in your .bro configuration files. It can be /etc/bro/site/local.bro or you can follow our recomendation and write the configs in owlh.bro file (please, see below).

This will modify output and will store just json output, you won’t have ASCII output.

@load tuning/json_logs.bro








Option 2 - Use add-json package

Usually, you would like to have both outputs, ASCII and JSON. You can use add-json packet (https://github.com/J-Gras/add-json) and load it in your local.bro or owlh.bro.

@load packages/add-json/add-json.bro





To install add-json package you can use bro-pkg tool

bro-pkg install add-json






Note

bro-pkg installation (http://bro-package-manager.readthedocs.io/en/stable/quickstart.html#installation)*




Note

Thanks to C.L.Martinez and Jan.Grashoefer






Zeek Event Enritchment to help Wazuh ruleset

It is a good idea to help wazuh rules to do their job, to include a field that will identify what kind of log line we are analyzing. Bro output doesn’t include that info per line by default, so we are going to help wazuh by including the field ‘bro_engine’ that will tell wazuh what kind of log is it.

We are using redef function to include a custom field for each ::Info record of each Protocol. Here are just a few of them, we will include more by default in next releases.

redef record DNS::Info += {
    bro_engine:    string    &default="DNS"    &log;
};
redef record Conn::Info += {
    bro_engine:    string    &default="CONN"    &log;
};
redef record Weird::Info += {
    bro_engine:    string    &default="WEIRD"    &log;
};
redef record SSL::Info += {
    bro_engine:    string    &default="SSL"    &log;
};
redef record SSH::Info += {
    bro_engine:    string    &default="SSH"    &log;
};








Loading Zeek customizations at Zeek start

We include all OwlH customizations in OwlH_*.bro files, that helps to have a clear view of what OwlH does as well as we hope it will simplify configuration management.

Under /etc/bro/site we will create two files


	owlh.bro - Will include JSON call and @load for bro_engine field definition.


	owlh_types.bro - Will include all redef statments




You will only need to load OwlH.bro at the end of your local.bro file to include all these configurations

@load /etc/bro/site/OwlH.bro





owlh.bro looks like:

# Select prefered output
#@load tuning/json-logs.bro
@load packages/add-json/add-json.bro
@load /etc/bro/site/owlh_types.bro





and owlh_types.bro:

redef record DNS::Info += {
    bro_engine:    string    &default="DNS"    &log;
};
redef record Conn::Info += {
    bro_engine:    string    &default="CONN"    &log;
};
redef record Weird::Info += {
    bro_engine:    string    &default="WEIRD"    &log;
};
redef record SSL::Info += {
    bro_engine:    string    &default="SSL"    &log;
};
redef record SSH::Info += {
    bro_engine:    string    &default="SSH"    &log;
};










Wazuh Agent configuration


Note

Remember we are on Bro Node component.*



Modify your Wazuh agent to read the Bro Logs files

<localfile>
  <log_format>syslog</log_format>
  <location>/path/to/bro/logs/*.log</location>
</localfile>






Note

if needed, You can specify files instead of all .log ones



<localfile>
  <log_format>syslog</log_format>
  <location>/path/to/bro/logs/weird.log</location>
</localfile>
<localfile>
  <log_format>syslog</log_format>
  <location>/path/to/bro/logs/conn.log</location>
</localfile>








Configure - Wazuh Manager

Good news is that Wazuh’s JSON decoder works really great, so using JSON output from BRO allow us to save time developing an specific decoder for its standard ASCII out.

We only need to create a few rules to identify the Bro events and forward them to ELK.




Wazuh Zeek IDS Rules

Include the Wazuh rules into your /var/ossec/etc/rules/zeek-rules.xml file to manage your Zeek logs

<group name="zeek">
  <rule id="990001" level="5">
    <field name="bro_engine">SSH</field>
    <description>Zeek: SSH Connection</description>
  </rule>
  <rule id="990002" level="5">
    <field name="bro_engine">SSL</field>
    <description>Zeek: SSL Connection</description>
  </rule>
  <rule id="990003" level="5">
    <field name="bro_engine">DNS</field>
    <description>Zeek: DNS Query</description>
  </rule>
  <rule id="990004" level="5">
    <field name="bro_engine">CONN</field>
    <description>Zeek: Connection detail</description>
  </rule>
</group>






Note

remember restart your wazuh agent after change.*






Configure - Logstash Server




Logstash Filter

We need to modify Logstash filters (/etc/logstash/conf.d/) to allow JSON record cleaning from Bro to Wazuh-alert index parsing.
It is necesary because bro uses [id] field to group network src and dest addresses and ports info and parsing will fail

Also, it is done so we can store IP-PORT data in the right fields for wazuh index

filter {
     if [data][id][orig_h] {
          mutate {
             add_field => [ "[data][srcip]", "%{[data][id][orig_h]}" ]
             add_field => [ "[data][dstip]", "%{[data][id][resp_h]}" ]
             add_field => [ "[data][srcport]", "%{[data][id][orig_p]}" ]
             add_field => [ "[data][dstport]", "%{[data][id][resp_p]}" ]
             remove_field => [ "[data][id]" ]
         }
     }
 }








Review your Kibana Dashboard

You will need to refresh your Wazuh-alerts-3.x indeces to include the new Zeek fields. from your kibana console, go to Management -> index -> select right wazuh-alerts index -> click top-right refresh icon to refresh

[image: ../_images/kibanabro.png]
And that’s all folks.




If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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OwlH Client


What is OwlH Client?

OwlH client is an small app that runs in end points platforms and it will be helpful to forward traffic in real-time or store it locally until it is collected or is time to forward.

This OwlH client is useful when you are running OwlH in any Software TAP configuration. Mostly, it is used in Cloud environments when you want to forward traffic from your instance to an OwlH Node for analysis.







          

      

      

    

  

    
      
          
            
  
OwlH PCAP collector and dispatcher configuration for load balance your traffic analysis


What is OwlH Dispatcher configuration?

When you want to analyze traffic in different NIDS systems because traffic volume is too high for a single NIDS.

[image: ../_images/dispatcher.png]
There are multiple possible configurations. Mostly you need to think about few things:


	Where do you want to do dispatcher?

	
	Usually it is done in OwlH Master component


	You can think about use OwlH Node too






	How to get traffic?

	
	From socket - When systems forward traffic to your


	From local interface connected to a SPAN port, Mirror Port


	When running in AWS using VPC Mirror you should configure a VxLAN interface and collect traffic from there






	Where to store PCAP files and how big they will be?

	
	By default OwlH Master will use /tmp/dispatcher to save temporal PCAP files until they are moved to final destination


	Default PCAP size is set by time, so we will create PCAP files as big as 1 min of traffic capture.


	There is also possible to define BPF filter to store only the useful traffic.






	Who will analyze traffic?

	
	
	There are two possible PCAP analyzers

	
	Pool of nodes -> that pool of resources will receive one PCAP each using a round-robin algorithm. You can set as many OwlH Nodes as needed in a pool.


	Alone consumers -> that resource will receive all the PCAPs. It can be not only an OwlH Node, it can be a Moloch In folder, or a Forensic Storage Resource. You can set as many Alone consumers as needed.










	You can setup them in the dispatcher JSON configuration file


	
	a PCAP file will be sent to:

	
	One OwlH Node from the pool


	AND to all OwlH Nodes or any other destinations defined as Alone














	How PCAPs will be shared?

	
	Best approach right now is to configure an NFS resource in your OwlH Node and share it with your OwlH Master.


	NFS Resources will be mounted as needed in your Master.


	OwlH Master Dispatcher will do the job moving PCAPs to the right folders.


	After PCAP is manage and sent to the right folders.






	How to analyze traffic from an OwlH Node in a Pool?

	
	You will configure your OwlH Node with Suricata and Zeek


	Also, you will configure a local dummy interface called owlh. You will setup Suricata and Zeek to use this interface as listening interface.


	Dispatcher in OwlH Node will be reading the NFS shared folder where OwlH Master will copy the new PCAPS


	As soon as a PCAP file is verified it will be re-injected to the owlh interface and traffic will be analyzed by Suricata and Zeek


	After PCAP file is manage you can decide to remove it or to keep and move to an output folder






	After Suricata and Zeek

	
	Normal traffic flow will continue as in any other configuration.














          

      

      

    

  

    
      
          
            
  
OwlH Dispatcher configuration

Install Master
Install UI

Choose the right options now.

Configure Traffic Collection



	Network to PCAP


	SOCKET to PCAP











          

      

      

    

  

    
      
          
            
  
Check your Firewall

Please, be sure your firewall is properly set.


When using iptables

OwlH Master and UI:

* sudo iptables -A INPUT -p tcp --dport 50010:50020 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT
* sudo iptables -A INPUT -p tcp --dport 50001 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT
* sudo iptables -A INPUT -p tcp --dport 8005 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT
* sudo iptables -A INPUT -p tcp --dport 443 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT
* sudo iptables-save





OwlH Node:

sudo iptables -A INPUT -p tcp --dport 50010:50020 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT
sudo iptables -A INPUT -p tcp --dport 50002 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT
sudo iptables-save








When using firewalld

OwlH Master and UI:

sudo firewall-cmd --zone=public --permanent --add-port=50001/tcp
sudo firewall-cmd --zone=public --permanent --add-service=https
sudo firewall-cmd --zone=public --permanent --add-port=50010-50020/tcp
sudo firewall-cmd --zone=public --permanent --add-port=8005/tcp
sudo firewall-cmd --reload





OwlH Node:

sudo firewall-cmd --zone=public --permanent --add-port=50010-50020/tcp
sudo firewall-cmd --zone=public --permanent --add-port=50002/tcp
sudo firewall-cmd --reload











          

      

      

    

  

    
      
          
            
  
OwlH Forensics with Moloch configuration


What is Moloch?

Moloch is a great tool to help you to do a deeper forensic from your traffic.

We are not the owners of Moloch code for sure, check those amazing guys site for more detailed info about this project.

But we can help you to integrate it with your NIDS infrastructure. We need a few things to consider:


	are we going to use real traffic listening an interface in real-time?


	are we going to process PCAP files?


	Moloch uses ElasticSearch as back-end. while writing it elk 7.x support is mostly under construction. hopefully this is obsolete and now a days is supported. Moloch v2.x will support it but we will use a previous version.







If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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OwlH Installer


What is OwlH Installer?

OwlH Installer is a helper tool that will help you to keep your software up-to-date to the latest version. It will take care of the new versions for OwlH Master, OwlH UI and OwlH Node and will update them as needed.


Download and prepare OwlH Installer







	OS version

	URL





	CentOS 7

	wget http://repo.owlh.net/current-centos/owlhinstaller.tar.gz



	Ubuntu

	wget http://repo.owlh.net/current-debian/owlhinstaller.tar.gz



	Raspbian

	wget http://repo.owlh.net/current-arm/owlhinstaller.tar.gz






Now let’s install it.

# mkdir /tmp/owlhinstaller
# tar -C /tmp/owlhinstaller -xvf owlhinstaller.tar.gz





We are almost done. In order to allow OwlH installer to do its work, we need to tell it what is/are out target/s for this box. A target is an OwlH component that must be installed or updated. All this info is provided in the config.json file included in the owlhinstaller folder






Prepare your OwlH Installer

You need to configure and prepare your OwlH Installer, all information needed is provided in the config.json file.

{
"versionfile":"current.version",





Current.version is the file that stores your actual local version and compares it with the one OwlH provides from our repository. if your local file does not exists, or version is lower than the one provided by OwlH then the action defined will be taken, update or install. Current.version file is stored in conf folder on each component.

"masterbinpath":"/root/workspace/src/owlhmaster/",
"masterconfpath":"/root/workspace/src/owlhmaster/conf/",
"mastertarfile":"owlhmaster.tar.gz",
"nodebinpath":"/root/workspace/src/owlhnode/",
"nodeconfpath":"/root/workspace/src/owlhnode/conf/",
"nodetarfile":"owlhnode.tar.gz",
"uipath":"/var/www/owlh/",
"uiconfpath":"/var/www/owlh/conf/",
"uitarfile":"owlhui.tar.gz",
"tmpfolder":"/tmp/",





Those are the diferent paths and packet names we use locally to install or update your local OwlH system. them can be modified. If you are not familiar with the way them work, please keep default configuration. If you prefer to modify them because some policy but you want to be sure, let us know and we will help you.

"action": "install",





Right now there are two possible actions: “install” and “update”.


	Install

	Install will create all directories if they do not exists. Will copy all default files or overwrite them if they exists. Any configuration files will be written back



	update

	Update will copy the new component binary, will include any new key in the configuration files and will keep the current ones without modify or remove. It will also include new tables and table fields on each db, again it will not overwrite any current data in your configuration DBs.





"repourl":"http://repo.owlh.net/current/",





There will be different repositories depending on your OS.
We will reduce and manage which repository to be used from our own installer. But in current version we must include the right repository that must be used.

Current repositories depending on your OS based system, are:


	centos

	http://repo.owlh.net/current-centos/



	debian

	http://repo.owlh.net/current-debian/



	arm

	http://repo.owlh.net/current-arm/





"target": [
    "owlhmaster",
    "owlhui"
],





Target is were you define what components should be installed on your system.

Current possible targets are :  owlhmaster, owlhnode, owlhui

Usually owlhmaster and owlhui are installed together.

"masterfiles":[
    "main.conf",
    "app.conf"
],
"nodefiles":[
    "main.conf",
    "stap-defaults.json",
    "app.conf"
],
"uifiles":[
    "ui.conf"
],
"masterdb":[
    "group.db",
    "node.db",
    "ruleset.db"
],
"nodedb":[
    "plugins.db",
    "servers.db"
]
}





Files to take into account to update. This files are verified and compared between new version and current deployment when you are running and update action. update process does not overwrite current files or DB, it just add the new default fields or database reference. you don’t need to take care of those files, but if you don’t wont a file or db to be updated by installer you can remove it from here.







          

      

      

    

  

    
      
          
            
  
Download and prepare OwlH Installer







	OS version

	URL





	CentOS 7

	wget http://repo.owlh.net/current-centos/owlhinstaller.tar.gz



	Ubuntu

	wget http://repo.owlh.net/current-debian/owlhinstaller.tar.gz



	Raspbian

	wget http://repo.owlh.net/current-arm/owlhinstaller.tar.gz






Now let’s install it.

# mkdir /tmp/owlhinstaller
# tar -C /tmp/owlhinstaller -xvf owlhinstaller.tar.gz





We are almost done. In order to allow OwlH installer to do its work, we need to tell it what is/are out target/s for this box. A target is an OwlH component that must be installed or updated. All this info is provided in the config.json file included in the owlhinstaller folder





          

      

      

    

  

    
      
          
            
  
OwlH Master


What is OwlH Master?

This is a single box appliance running OwlH Master and usually OwlH UI.
OwlH Master is a REST API that centralize all the management capabilities.
There is no limit on the OwlH Nodes number an OwlH Master can manage.




How does it work?

After nodes are registered you will be able to configure things like listening interfaces, rulesets deployed on each node.

By default all connections are started from master to nodes. As a centralized point of management, it also allows you to collect traffic from remote nodes o listen a local interface to save information in PCAP format and distribute it between different nodes.







          

      

      

    

  

    
      
          
            
  
OwlH Node


What is OwlH Node?

This is a single box running your NIDS systems, by default it will run Suricata and Zeek.
While you do your local analysis with your Suricata and Zeek, you can also do things like:


	Forward sniffed traffic in real time to a different system


	Collect traffic from remote servers sent by socket and save it to PCAP files or re-inject that traffic to a local network interface


	Include threat intelligence feeds and analyze your suricata and zeek outputs.







About Network Sniffing


SPAN port or Port Mirror

Usually you will deploy this component with two network interfaces. Interface #1 will be management interface and interface #2 will be the sniffing interface. This interface #2 will be connected to the SPAN port or port mirror.

The SPAN port should be configured to forward a replica of all your network traffic through it. Be sure you have configured the SPAN port properly to forward the right traffic.









          

      

      

    

  

    
      
          
            
  
OpenRules

Use OpenRules to:



	create local rulesets based on 3rd party rulesets and custom rules


	synchronize each local ruleset with one or mode nodes


	schedule ruleset update


	edit rules from User Interface


	enable or disable rules


	search rules and find where are rules installed and stored











          

      

      

    

  

    
      
          
            
  
OwlH for PCI


OwlH can help you to demonstrate compliance with requirements:

Download OwlH PCI-DSS v3.2 Mapping - `owlh_pcidss_3.2.pdf`_
.. _owlh_pcidss_3.2.pdf: https://drive.google.com/file/d/1IfC23AHSULjY6GKmXG_S5ZIUWKEMyB33/view?usp=sharing




Define your custom rules to detect compliance related traffic:

OwlH team will help you to define rules that will identify traffic that can be related to PCI requirements like unencrypted traffic between PCI related systems. Use of unknown services from PCI network to external servers, Firewall policy violations when publishing internal services.




How to apply Suricata PCI Mapping

This must be run on every Wazuh logstash server and it will:


	Modify logstash configuration file to include OwlH PCI-DSS 3.2 mapping schema


	Copy OwlH suricata ET ruleset PCI-DSS mapping to config folder


	Restart logstash




Please, download configuration script


$ curl -so /tmp/owlhconfig.sh https://raw.githubusercontent.com/owlh/wazuhenrichment/master/owlhconfig.sh




and then run it


$ sudo bash /tmp/owlhconfig.sh







How to manage and custom your Suricata PCI Mapping

Please download the script that will allow you to manage your compliance mapping


$ curl -so /tmp/owlh-suri2pci.sh https://raw.githubusercontent.com/owlh/owlhpci/master/owlh-suri2pci.sh




usage: ./owlh-suri2pci.sh -a|ls|lc|m|d -s sid -c pci-controls -b bulk_file  pci_map_file

      -a|--append       - append sid and pci-dss related controls to map file
      -d|--delete       - sid and pci-dss related controls from map file
      -ls|--listsid     - list pci controlers related with a sid or group of sids (grep)
      -lc|--listctrl    - list sids that are associated with pci control
      -m|--modify       - modify sid and pci mapping
      -s|--sid          - sid number
      -c|--control      - list of controls comma separated








If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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OwlH Software TAP real time configuration


What is OwlH Software TAP real-time configuration mode?

[image: ../_images/staprealtime.png]

Software TAP - Collect traffic from server instances


	
	Client Side:

	
	Install OwlH Client in your linux system (debian or CentOS based systems)


	Run traffic forwarding command on you windows systems










	Define a local interface in your OwlH Node to inject the remote traffic.


	Run Traffic collector in your OwlH Node.


	Point your NIDS solutions to listen the local interface







Software TAP - Using AWS VPC traffic mirror


	
	Configure your VPC port mirror

	
	check Amazon instances limitations and compatibility










	Your OwlH node should run two network interfaces.


	Create a local interface to manage VxLAN Traffic


	Point your NIDS solutions to listen the VxLAN interface









If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net




OwlH - current v0.14.x - Mar - OwlH Changelog [https://github.com/OwlH-net/roadmap/blob/master/README.md]

documentation last updated - Jul 06, 2020







          

      

      

    

  

    
      
          
            
  
OwlH Trouble Shooting Guide




OwlH Node



	traffic quality
- tcpdump -i eth0 -nn


	node logs
- api logs -> /var/log/owlh/owlhnode-api.log
- alerts.json -> /var/log/owlh/alerts.json


	suricata logs
- suricata service logs -> /var/log/suricata/suricata.log
- suricata output -> /var/log/suricata/eve.json


	zeek logs
- zeek service and output log files -> /usr/local/zeek/logs/current/










OwlH Master


Moloch







OwlH UI




OwlH - Wazuh - ELK


Wazuh Manager



	alerts are generated -> /var/ossec/logs/alerts/alerts.json
- grep bro_engine
- grep ‘“event_type”:”alert”’


	filebeat logs
- journalctl -f -u filebeat


	Wazuh agent from node connected to Manager










ELK



	OwlH indices are created


	OwlH events in Discovery


	OwlH Dashboards













          

      

      

    

  

    
      
          
            
  
How to use/configure OwlH Components



	OwlH All-in-One configuration

	OwlH Standard on-prem configuration

	OwlH Software TAP real time configuration

	Software TAP for AWS and GCloud - PULL MODE

	OwlH PCAP collector and dispatcher configuration for load balance your traffic analysis

	OwlH Forensics with Moloch configuration

	Integration with Wazuh-ELK

	OwlH - Zeek and Wazuh





Check our Github repos [https://github.com/owlh-net]





          

      

      

    

  

    
      
          
            
  
OwlH UI (user interface)

[image: ../_images/UI-nodes-main.png]

User Interface - top menu



	OwlH UI - NODES

	OwlH UI - GROUPS

	OwlH UI - OPEN RULES

	OwlH UI - MASTER

	OwlH UI - CONFIG











          

      

      

    

  

    
      
          
            
  
Integration with Wazuh-ELK

if you want to send OwlH output including Suricata and Zeek alerts and logs to Wazuh-ELK

This will help to integrate your NIDS alerts and output into Wazuh world. this is a one-way integration process.

As usual, please keep in contact if there is any clarification or help needed.


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net





Main steps


	Install and register your Wazuh Agent in the OwlH Node


	Configure Wazuh Agent to read the OwlH Node output


	Enable OwlH Node Analyzer


	Add OwlH filebeat Module in your OwlH Manager


	Import OwlH dashboards in your ELK Kibana







Install Wazuh Agent

Run OwlH wazuh agent script to install Wazuh-agent in your OwlH Node.

# wget repo.owlh.net/current-centos/services/owlhwazuh.sh
# bash owlhwazuh.sh





Register your Wazuh Agent with your Wazuh Manager, and modify the ossec.conf file to point to it as needed. Please follow your Wazuh deployment process to run this step or refer to Wazuh’s documentation.




Configure Wazuh Agent to read OwlH output

We need to tell our Wazuh Agent to read the OwlH Output where NIDS alerts and logs are stored. The file is created by the OwlH Analyzer and by default is /var/owlh/alerts.json. Be sure Analyzer is configured and working

You can configure this from User Interface:

UI -> nodes -> search your node -> node services configuration -> Wazuh -> add file
include the alerts.json path where Analyzer is storing events
save and reload Wazuh





You can verify if there are new lines in the alerts.json file, UI will show current size and you can refresh it. also, you can verify ossec.log file to check if there are any errors.

To monitor ossec.log file:

UI -> nodes -> search your node -> monitor node -> add file
include your ossec.log file -> /var/ossec/logs/ossec.log
review the latest 10, 50 or 100 lines.








Wazuh manager and ELK configuration

Now you need to ensure that your Wazuh Manager is configured to manage OwlH output and is able to send to ELK properly. Also you may need to import in your ELK the default OwlH Dashboards

Follow the instructions here.


	ELK integration












          

      

      

    

  

    
      
          
            
  
How does it work?

[image: ../_images/architecture.png]

Main components


	OwlH NIDS node


	OwlH Master node


	Elastic stack







OwlH NIDS node

This appliance run the Network IDS software. OwlH supports Suricata Network IDS and will support BroIDS on next releases. Usually, best approach is to run a network IDS node as only network IDS so there is no other services or production environment tools working on it that are not related with traffic collection and analysis.

Main role of this appliance is to listen traffic, analyze captured traffic using the ruleset provided and send the alerts to the master node. Also OwlH will include a capability to run actions in response to detected alerts.

With OwlH you can deploy this OwlH NIDS node from scratch or you can include an integrate any deployed Network IDS node. Supported platforms are Debian Stretch and CentOS 7.


	deploy as appliance


	deploy as a service in a running Network IDS probe.







OwlH Master node

Centralized management will provide you an easy way to maintain your Network IDS probes. Among others, Master node will provide centralized rule management based on Open Rules solution, probes status Monitoring, configuration management, etc.

This should be an appliance, you can deploy different managers in parallel as a cluster. The OwlH master software can also run into Wazuh Manager if you will use OwlH together with Wazuh.




Elastic Stack

Data Transport is done in two possible ways.


	By using Wazuh agent


	By using OwlH forwarder and collector tools


	By using Beat solutions like filebeat or logstash







If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net




OwlH - current v0.14.x - Mar - OwlH Changelog [https://github.com/OwlH-net/roadmap/blob/master/README.md]

documentation last updated - Jul 06, 2020







          

      

      

    

  

    
      
          
            
  
Software TAP for AWS and GCloud - PULL MODE


OwlH Software TAP to monitor traffic in Cloud and remote sites environments

[image: ../_images/softwareTAP.png]
OwlH Software TAP (sTAP) will collect full or specific traffic from your instances and forward it to OwlH Master that will run the Network IDS tool to do the analysis.

This doc will describe a basic configuration using CentOS instances, Zeek and Suricata Network IDS and Wazuh Integration. (other Linux distributions as well as Windows Support is available)

There are a lot of moving pieces, feel free to ask for help support@owlh.net. This doc will try to simplify deployment but for sure it will need some customization as well as may need some architecture understanding.

Main steps:


	Introduction: How does it work?


	
	Prepare your environment

	
	Option: Create an administration network


	OwlH Master


	Suricata NIDS


	BRO NIDS


	Wazuh Integration


	Default configuration settings










	
	Register your instances

	
	Define Instances settings


	Configure your instance










	Enjoy it







Introduction: What does SotwareTAP do and how does it work?

Software TAP is for capture traffic in remote instances, transport captured traffic to a central analysis platform, analyze the traffic and alert. It works in any environment, but it is really useful when you need this visibility in a cloud environment.




Main Components

[image: ../_images/nettap-components.png]
There are different components.


	
	OwlH Master

	
	Orchestration


	Dummy Interface


	Network IDS










	Target Instances


	Storage and Visualization


	Wazuh Integration





Note

For cloud like AWS or Google Cloud should be good idea to deploy our instances with two different network interfaces, so we can use main interface as public service interface and secondary for management propouses, as traffic forward from instances to OwlH system



[image: ../_images/awsmgm.png]

	A more detailed block diagram




[image: ../_images/softwareTapGCAWS.png]





OwlH Master Orchestration


Prepare OwlH Master software

# sudo curl https://raw.githubusercontent.com/owlh/owlhmaster/master/Software TAP/config.sh > /tmp/configure_OwlHmaster.sh
# sudo bash /tmp/configure_OwlHmaster.sh
# rm /tmp/configure_OwlHmaster.sh








OwlH Master ssh Key


	Copy your owlh master ssh key to your instances /tmp folder. Be sure it is in the right place.




# scp /home/owlh/.ssh/owlhmaster.pub user@1.1.1.1:/tmp/owlhmaster.pub






Note

change user and 1.1.1.1 as required or please, follow your own deployment process to ensure that the owlh master pub key is in place on each instance.






Create Dummy interface for Network IDS

# sudo curl https://raw.githubusercontent.com/owlh/owlhostnettap/master/dummy.sh.centos7 > /tmp/dummy.sh
# sudo bash /tmp/dummy.sh
# rm /tmp/dummy.sh












Network IDS support


Continuous Network IDS monitor and sniffing

We will help to have a better continuous monitoring by using a configuration based on a dummy network interface and running Network IDS solutions continuously. PCAPS will be injected using TCPREPLAY script in the dummy interface.

[image: ../_images/ContinuousListening.png]



Deploy Suricata as Network IDS

Suricata deployment script [https://raw.githubusercontent.com/owlh/owlhostnettap/master/Suricata-install-amazonlinux.sh] will help you to deploy Suricata 4.0.4 from source code in a CentOS 7 box.

If you prefer a different way to deploy suricata, please follow Suricata documentation [https://suricata.readthedocs.io/en/suricata-4.0.4/install.html].

Run Suricata IDS




Deploy Zeek as Network IDS

Zeek deployment script [https://raw.githubusercontent.com/owlh/owlhostnettap/master/Suricata-install-amazonlinux.sh] will help you to deploy Zeek IDS from source code in a CentOS 7 box.

If you prefer a different way to deploy Zeek, please follow Zeek documentation [https://docs.zeek.org/en/stable/].

Run Zeek IDS






OwlH Master Configuration

OwlH Master Configuration for Software TAP

We call flock Controller the main process that will drive Software TAP functionality. This is the default configuration file that you will find in your /etc/owlh/ folder.

{
 "pidfile" : "/tmp/flock.pid",
 "logfile" : "/var/log/owlh/flock.log",
 "inventory" : "/etc/owlh/inventory.conf",
 "owlh_user" : "owlh",
 "owlh_user_key" : "/home/owlh/.ssh/owlhmaster",
 "max_cpu" : "25",
 "max_mem" : "25",
 "max_storage" : "80",
 "capture_time" : "60",
 "default_interface" : "ens33",
 "filter_path" : "/etc/owlh/filter.bpf",
 "local_pcap_path" : "/usr/share/owlh/in_queue/",
 "pcap_path" : "/usr/share/owlh/pcap/",
 "owlh_interface" : "owlh",
 "suricata_on" : "True",
 "bro_on" : "True"
}





BPF filter

You can specify what traffic to be captured if you don’t want to capture everything. Main and default configuration will provide filter to not collect management traffic from OwlH master to your agents.

Remember this filter must be deployed into each one agent. be sure it is on each one of your servers.

Your bpf filter should be at least something like this

not host 1.1.1.1 and not port 22





Where 1.1.1.1 must be replaced with your OwlH master ip that will connect to your server.






Target Instances

We will need some tools and a user in each one of your servers in order to coordinate the traffic capture functionality


	Create and configure owlh user in your servers




The owlh user will be use by OwlH Master Orchestrator to run traffic capture and collect pcap files. to create user and configure it please follow this script [https://raw.githubusercontent.com/owlh/owlhostnettap/master/owlh-setup.sh.centos7]:

#!/bin/bash
# Created 28.02.18
# v0.1 24.05.18 master@owlh.net

# tested in amazon Linux instance
# tested GCLOUD - centos7 - CIS version

# NOTE -- run this script in a server using
# sudo bash owluser-setup.sh


sudo adduser owlh
echo "create owlh user ssh folder"
sudo -u owlh mkdir /home/owlh/.ssh
echo "setting ssh folder permissions"
sudo -u owlh chmod 700 /home/owlh/.ssh
echo "create authorized keys file"
sudo -u owlh touch /home/owlh/.ssh/authorized_keys
echo "setting authorized keys permissions"
sudo -u owlh chmod 600 /home/owlh/.ssh/authorized_keys
echo "include owlmaster key"
echo "be sure you have your owlh master pub key in /tmp/owlhmaster.pub file"
sudo cat /tmp/owlhmaster.pub >> /home/owlh/.ssh/authorized_keys
echo "Allow owlh user to login with ssh"
sudo sed -i '/^AllowUsers/s/$/ owlh/' /etc/ssh/sshd_config
sudo systemctl restart sshd

echo "install tcpdump"
if ! sudo yum list installed tcpdump ; then
    sudo yum -y install tcpdump
fi

# Allow owlh use tcpdump with sudo without password
echo "allow user owlh to use tcpdump and chown"
#sudo sed -i '/^%wheel/a owlh     ALL=(ALL)       NOPASSWD: /usr/sbin/tcpdump' /etc/sudoers
sudo echo "owlh     ALL=(ALL)       NOPASSWD: /usr/sbin/tcpdump, /usr/bin/chown" >> /etc/sudoers.d/owlh

# Prepare owlh related stuff folder
echo "prepare owlh stuff folders /etc, /var/log, /usr/share"
sudo mkdir /etc/owlh
sudo mkdir /var/log/owlh
sudo mkdir /usr/share/owlh
sudo mkdir /usr/share/owlh/pcap

sudo chown owlh /etc/owlh
sudo chgrp owlh /etc/owlh
sudo chown owlh /var/log/owlh
sudo chgrp owlh /var/log/owlh
sudo chown -R owlh /usr/share/owlh
sudo chgrp -R owlh /usr/share/owlh

#sudo echo "not host 10.164.0.4 and not port 22" > /etc/owlh/filter.bpf


# clean and end
echo "should be done. Enjoy your day."





Script also includes tcpdump installation as part of the traffic capture stuff. Please be sure you have tcpdump running before continue. This step is only needed if you don’t have tcpdump installed yet.

echo "install tcpdump"
if ! sudo yum list installed tcpdump ; then
    sudo yum -y install tcpdump
fi

# Allow owlh use tcpdump with sudo without password
echo "allow user owlh to use tcpdump and chown"
#sudo sed -i '/^%wheel/a owlh     ALL=(ALL)       NOPASSWD: /usr/sbin/tcpdump' /etc/sudoers
sudo echo "owlh     ALL=(ALL)       NOPASSWD: /usr/sbin/tcpdump, /usr/bin/chown" >> /etc/sudoers.d/owlh





Modify your bpf filter file.




Register your servers

We need to know a little bit about your network. At least, we need to know what are the servers that you want to capture traffic from.

Please, include in your OwlH server inventory file all your servers /etc/owlh/inventory.json. Define them as needed but keep json format.

[
    {
        "id" : "1",
        "name" : "agent-1-openrules",
        "ip" : "192.168.1.218",
        "enabled" : "true",
        "active" : "true"
    },
    {
        "id" : "2",
        "name" : "agent-2-217",
        "ip" : "192.168.1.217",
        "enabled" : "true",
        "active" : "true"
    }
]










Wazuh system

Be sure you have at least one Wazuh manager and elastic stack working before to continue. Please follow Wazuh documentation [https://documentation.wazuh.com/current/installation-guide/index.html].




Integrate OwlH master with Wazuh

Integrate OwlH master with Wazuh is pretty easy. We only need to deploy our Wazuh agent into the OwlH master. Follow Wazuh agent deploy [https://documentation.wazuh.com/current/installation-guide/installing-wazuh-agent/wazuh_agent_rpm.html] instructions for RPM packets to deploy the agent.

in summary, you will set up the repository by running the following command:

# cat > /etc/yum.repos.d/wazuh.repo <<\EOF
[wazuh_repo]
gpgcheck=1
gpgkey=https://packages.wazuh.com/key/GPG-KEY-WAZUH
enabled=1
name=Wazuh repository
baseurl=https://packages.wazuh.com/3.x/yum/
protect=1
EOF





and now, install wazuh agent

# yum install wazuh-agent





now, lest register agent into your Wazuh Manager. if you are using authd on your manager:

# register agent
/var/ossec/bin/agent-auth -m 1.1.1.1 -A owlhmaster





A few things here:

1.1.1.1 # is your wazuh manager ip
-A      # option means that you want to specify a name other than hostname.
        # This command suppose tcp/1515 port used,
        # if not, you should change command to include the right port.





Please review, authd documentation or find a different way to register your agent. Register agent documentation [https://documentation.wazuh.com/current/user-manual/registering/index.html]

Finally, modify your ossec.conf file to monitor your suricata output

<localfile>
  <log_format>syslog</log_format>
  <location>/var/log/suricata/eve.json</location>
</localfile>





And restart your wazuh agent


$ systemctl restart wazuh-agent







Enjoy It

Start Software TAP

# is everything in place?
# start Wazuh
# start Suricata
# start Zeek
# start Flock Controller






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net




OwlH - current v0.14.x - Mar - OwlH Changelog [https://github.com/OwlH-net/roadmap/blob/master/README.md]

documentation last updated - Jul 06, 2020









          

      

      

    

  

    
      
          
            
  
OwlH Standard on-prem configuration


What is OwlH in Standard on-premises configuration?

[image: ../_images/onpremises.png]
Among others, this scenario has:


	one or more locations, data centers, departmental network, etc


	one or more OlwH Nodes with Suricata and Zeek (there is no limitation in nodes number)


	each node is connected to a SPAN port or Port mirror


	one sing OwlH Master and OwlH UI to manage all them




Option:


	A wazuh infrastructure to integrate with.







If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net




OwlH - current v0.14.x - Mar - OwlH Changelog [https://github.com/OwlH-net/roadmap/blob/master/README.md]

documentation last updated - Jul 06, 2020







          

      

      

    

  

    
      
          
            
  
Possible configuration Scenarios

Think about OwlH Components as Lego bricks. You can configure them in the right way to provide your the right traffic capture, analysis, visualization and management capabilities.


	Suricata and Wazuh integration with extended capabilities




[image: ../_images/allinone.png]

	Allinone configuration




[image: ../_images/allinone.png]

	Standard on-premises deployment




[image: ../_images/onpremises.png]

	Cloud deployment with Software TAP




[image: ../_images/staprealtime.png]

	Centralized Traffic Capture and distributed analysis




[image: ../_images/dispatcher.png]
Check our Github repos [https://github.com/owlh-net]





          

      

      

    

  

    
      
          
            
  As usual, please keep in contact if there is any clarification or help needed.


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net






          

      

      

    

  

    
      
          
            
  
Note

If you are missing something in this documentation, please say hello in our slack #doc channel and let us know what is missing or should be good to have.




	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]






          

      

      

    

  

    
      
          
            
  
try it


Sidebar Title

Optional Sidebar Subtitle

Subsequent indented lines comprise
the body of the sidebar, and are
interpreted as body elements.




Topic Title

Subsequent indented lines comprise
the body of the topic, and are
interpreted as body elements.
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Suricata in trouble?


Suricata running?

from UI you can see it is enabled and not running

[image: ../../_images/surionstop.png]



Process running

# ps -aux | grep suricata
  root      5625     1  7 05:55 ?        00:00:02 suricata -D -c /etc/suricata/suricata.yaml -i eth0 -F /etc/suricata/bpf/9cf70176-59e8-aa42-40bd-f4f7ca281cca-filter.bpf --pidfile /var/run/suricata/9cf70176-59e8-aa42-40bd-f4f7ca281cca-pidfile.pid








Does Suricata load rules?

Check if suricata load rules when it start

# /usr/bin/suricata -i eth0 -c /etc/suricata/suricata.yaml -vvv | grep "signatured processed"
  1/4/2020 -- 07:24:23 - <Info> - 18973 signatures processed. 1176 are IP-only rules, 6207 are inspecting packet payload, 13790 inspect application layer, 0 are decoder event only





You can run the command without grep for verbose output.

# /usr/bin/suricata -i eth0 -c /etc/suricata/suricata.yaml -vvv










Does Suricata create alerts?

Check alert events in your eve.json file

# tail -f /var/log/suricata/eve.json | grep `"event_type":"alert"`
{"timestamp":"2020-04-01T10:51:30.478227+0000","flow_id":1255158863546086,"in_iface":"eth0","event_type":"alert","src_ip":"31.3.245.133","src_port":80,"dest_ip":"172.31.41.217","dest_port":44728,"proto":"TCP","alert":{"action":"allowed","gid":1,"signature_id":2100498,"rev":7,"signature":"GPL ATTACK_RESPONSE id check returned root","category":"Potentially Bad Traffic","severity":2},"app_proto":"http","payload":"SFRUUC8xLjEgMjAwIE9LDQpTZXJ2ZXI6IG5naW54LzEuMTYuMQ0KRGF0ZTogV2VkLCAwMSBBcHIgMjAyMCAxMDo1MTozNCBHTVQNCkNvbnRlbnQtVHlwZTogdGV4dC9odG1sOyBjaGFyc2V0PVVURi04DQpDb250ZW50LUxlbmd0aDogMzkNCkNvbm5lY3Rpb246IGtlZXAtYWxpdmUNCkxhc3QtTW9kaWZpZWQ6IEZyaSwgMTAgSmFuIDIwMjAgMjE6MzY6MDIgR01UDQpFVGFnOiAiMjctNTliY2ZlOTkzMmMzMiINCkFjY2VwdC1SYW5nZXM6IGJ5dGVzDQoNCnVpZD0wKHJvb3QpIGdpZD0wKHJvb3QpIGdyb3Vwcz0wKHJvb3QpCg==","payload_printable":"HTTP\/1.1 200 OK\r\nServer: nginx\/1.16.1\r\nDate: Wed, 01 Apr 2020 10:51:34 GMT\r\nContent-Type: text\/html; charset=UTF-8\r\nContent-Length: 39\r\nConnection: keep-alive\r\nLast-Modified: Fri, 10 Jan 2020 21:36:02 GMT\r\nETag: \"27-59bcfe9932c32\"\r\nAccept-Ranges: bytes\r\n\r\nuid=0(root) gid=0(root) groups=0(root)\n","stream":1,"packet":"Dt8rrqqUDqXY+b1cCABFAAA0Zy5AACoG\/xQfA\/WFrB8p2QBQrrgnSkD1NyXWA4ARAONxyAAAAQEICsUcWO8TCsQI","packet_info":{"linktype":1}}






Traffic quality

does traffic has the right quality?









          

      

      

    

  

    
      
          
            
  
Traffic Quality

Check your traffic to verify it is good enough. If there is no good traffic you won’t see alerts as expected.


Is there any traffic?

# tcpdump -i ens192 -nn





output should be verbose.


	Can I see traffic that is not brocast or related to my interface?




# tcpdump -i ens192 -nn not arp and not net 224.0.0.0/8





output should be verbose.


	Try to filter out not relevant traffic, run previous command, find one or two ports that are no relevant and filter them




# tcpdump -i ens192 -nn not arp and not net 224.0.0.0/8 and not port 22 and not port 443





Your output should show traffic in relevant ports. keep filtering adding and not port xxx as needed


	Can I see local traffic only?




Check if your interface can see remote traffic. This is supposing internal network is 172.16.0.0/16 and 10.0.0.0/8

# tcpdump -i ens192 -nn not dst net 172.16.0.0/16
# tcpdump -i ens192 -nn not dst net 172.16.0.0/16 and not dst net 10.0.0.0/8





you should see traffic with destination ips outside your network


	bandwith, packet size, and other traffic statistics




Use a tool like iptraf-ng to review deteails about your traffic

# iptraf-ng -d eth0

 iptraf-ng 1.1.4
  ┌ Statistics for eth0 ─────────────────────────────────────────────────────────────────
  │               Total      Total    Incoming   Incoming    Outgoing   Outgoing
  │             Packets      Bytes     Packets      Bytes     Packets      Bytes
  │ Total:          200      33240         105       5532          95      27708
  │ IPv4:           200      33240         105       5532          95      27708
  │ IPv6:             0          0           0          0           0          0
  │ TCP:            200      33240         105       5532          95      27708
  │ UDP:              0          0           0          0           0          0
  │ ICMP:             0          0           0          0           0          0
  │ Other IP:         0          0           0          0           0          0
  │ Non-IP:           0          0           0          0           0          0
  │                                    │
  │ Total rates:         36.46 kbps            Broadcast packets:            0
  │                         25 pps             Broadcast bytes:              0
  │
  │ Incoming rates:       5.45 kbps
  │                         12 pps
  │                                            IP checksum errors:           0
  │ Outgoing rates:      31.00 kbps
  │                         12 pps











          

      

      

    

  

    
      
          
            
  
OwlH UI - CONFIG

[image: ../../_images/UI-config.png]

OwlH User interface configuration



	Set master ip








If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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OwlH UI - GROUPS

[image: ../../_images/UI-groups-main.png]

OwlH Nodes GROUPS management



	create group


	add nodes to group


	delete group


	manage group configuration


	edit group details
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OwlH UI - GROUP DETAIL



	sync all configurations


	add nodes to group


	delete node from group


	
	configure Suricata defaults

	
	set ruleset


	set configuration folder to clone to nodes


	set service parameters


	sync ruleset


	sync configuration folder to clone to nodes


	sync service parameters










	
	configure Zeek defaults

	
	set Policies folder to clone to nodes


	sync Policies folder to clone to nodes










	
	configure Sosftware TAP - Traffic transport

	
	socket to network


	socket to pcap


	network to remote socket
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	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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OwlH UI - MASTER

[image: ../../_images/UI-master-mainview.png]

OwlH MASTER - main configuration



	
	Master configuration

	
	edit master configuration - main.conf


	change control logs


	incidents logs










	
	dispatcher configuration

	
	set status


	
	configure nodes

	
	standalone nodes


	nodes pool










	configure folder










	
	software TAP configuration

	
	Traffic from socket to network interface


	Traffic from socket to PCAP file
















If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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OwlH UI - NODES

[image: ../../_images/UI-nodes-main.png]

OwlH Nodes Management



	short nodes


	add nodes


	view node monitor info


	node services configuration


	modify node data


	see node files


	change control log


	incident log


	delete node
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OwlH UI - Node Services



	
	Suricata Service

	
	
	main options

	
	switch between expert and managed


	enable or disable


	select global ruleset










	
	managed mode

	
	add Suricata service


	define service ruleset


	define BPF filter


	define Suricata listening interface










	
	expert mode

	
	see what other Suricata are running


















	
	Zeek Service

	
	
	standalone mode

	
	add Zeek service


	define Zeek listening interface










	cluster mode










	
	Software TAP - traffic transport

	
	socket to network


	socket to pcap


	network to remote socket










	
	Analyzer

	
	Enable analyzer


	check analyzer output size and status


	modify analyzer configuration


	define threat intelligence feed


	define source files
















If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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OwlH UI - OPEN RULES
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OwlH UI - Local Rulesets



	manage ruleset sources


	create local ruleset


	sync all rulesets


	search rules by name or sid


	
	local ruleset management

	
	
	see ruleset files

	
	see rules list


	modify rules


	add comment to a rule in a ruleset


	enable/disable rule


	clone rule










	sync ruleset with nodes


	delete ruleset


	
	schedule ruleset udpate

	
	update method


	time


	date from


	period - day, week, month
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OwlH UI - Ruleset sources



	
	create a ruleset source

	
	based on url


	based on local file (custom)










	
	see ruleset source files

	
	file status


	see rules list


	see rules details










	edit ruleset source name


	download ruleset source


	delete ruleset
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Appendix - Requirements


Prepare your environment


Traffic capture

OwlH Node - 1G - traffic monitor

[image: ../../_images/1G.png]
OwlH Node - 10G - traffic monitor

[image: ../../_images/10g.png]



Capture configuration - interfaces



	Be sure you have at least one local interface connected to a SPAN or MIRROR PORT. This can work on physical and virtual appliances.


	Also, some configurations will use an internal dummy interface named owlh for using with Software TAP configurations. Be sure interface MTU is set to 65535.












Operating systems


OS versions support


Note

You may need some help to find binaries, please be in contact with us to find the right configuration for your OS if you can’t find your deployment option



Supported



	CentOS 7, 8


	Ubuntu 16, 18







Tested



	Debian


	RHEL 7, 8


	ARM Raspbidian


	FreeBSD and HardenedBSD










OS sizing



	Check requirements based on traffic analysis needs for RAM, CPU and Storage.


	
	Take care about storage, please size this paths as needed, be sure your rotation policies keep folders clean or configure rotation using OwlH log file rotation capability:

	
	/var/log/suricata folder is used by Suricata.


	/var/log/owlh folder is used by OwlH analyzer and API logs.


	/usr/local/zeek folder is used by Zeek.


	/data/moloch is used by Moloch. Take care, PCAP files usually are heavy and may require some TB to allow you the right retention period.















Master

[image: ../../_images/master.png]








          

      

      

    

  

    
      
          
            
  
install owlh - Advanced


Danger

Please, be careful using following steps.







          

      

      

    

  

    
      
          
            
  
install owlh client





          

      

      

    

  

    
      
          
            
  
Install OwlH Master


Download and prepare OwlH Installer







	OS version

	URL





	CentOS 7

	wget http://repo.owlh.net/current-centos/owlhinstaller.tar.gz



	Ubuntu

	wget http://repo.owlh.net/current-debian/owlhinstaller.tar.gz



	Raspbian

	wget http://repo.owlh.net/current-arm/owlhinstaller.tar.gz






Now let’s install it.

# mkdir /tmp/owlhinstaller
# tar -C /tmp/owlhinstaller -xvf owlhinstaller.tar.gz





We are almost done. In order to allow OwlH installer to do its work, we need to tell it what is/are out target/s for this box. A target is an OwlH component that must be installed or updated. All this info is provided in the config.json file included in the owlhinstaller folder


Note

Right now, our target is “owlhui” and “owlhmaster”, our action is “install”.



{
"versionfile":"current.version",
"masterbinpath":"/root/workspace/src/owlhmaster/",
"masterconfpath":"/root/workspace/src/owlhmaster/conf/",
"mastertarfile":"owlhmaster.tar.gz",
"nodebinpath":"/root/workspace/src/owlhnode/",
"nodeconfpath":"/root/workspace/src/owlhnode/conf/",
"nodetarfile":"owlhnode.tar.gz",
"uipath":"/var/www/owlh/",
"uiconfpath":"/var/www/owlh/conf/",
"uitarfile":"owlhui.tar.gz",
"tmpfolder":"/tmp/",
"action": "install",      <===
"repourl":"http://repo.owlh.net/current-centos/",    <=== Be sure to set right repo
"target": [
    "owlhmaster",         <===
    "owlhui"              <===
],
"masterfiles":[
    "main.conf",
    "app.conf"
],
"nodefiles":[
    "main.conf",
    "stap-defaults.json",
    "app.conf"
],
"uifiles":[
    "ui.conf"
],
"masterdb":[
    "group.db",
    "node.db",
    "ruleset.db",
    "plugins.db"
],
"nodedb":[
    "plugins.db",
    "servers.db"
]
}






Attention

you can change your installation paths as needed. Changing default paths may need further paths change for some configurations like service init files. If you are not familiar with it, keep defaults until it is really needed or ask for help.






Verify your libpcap library is installed.

CentOS:
    # yum -y install libpcap
Debian/Ubuntu:
    # apt-cache -y install libpcap0.8








run OwlH Installer to install OwlH UI and OwlH Master

# cd /tmp/owlhinstaller
# ./owlhinstaller





Configure your Master and UI

if CentOs:
    # wget http://repo.owlh.net/current-centos/services/owlhui-httpd.sh
    # bash owlhui-httpd.sh
if Debian/Ubuntu:
    # wget http://repo.owlh.net/current-debian/services/owlhui-httpd.sh
    # bash owlhui-httpd.sh
both OS:
    # cp /usr/local/owlh/src/owlhmaster/conf/service/owlhmaster.service /etc/systemd/system
    # systemctl daemon-reload
    # systemctl start owlhmaster.service








Check if your OwlH Master is running

check owlhmaster logs
# tail -f /var/log/owlh/owlhmaster-api.log

check owlhmaster process is running
# systemctl status owlhmaster.service
# ps -ef | grep owlhmaster

check if owlhmaster service port is listening
# netstat -nputa | grep 50001








Modify your OwlH Installer configuration to keep your system uptodate


Note

Right now, our target is “owlhmaster”, our action is “update”.



modify your config.json file to set action as “update”.

...
"tmpfolder":"/tmp/",
"action": "update",      <===
"repourl":"http://repo.owlh.net/current-centos/",  <=== Repo url may vary
"target": [
    "owlhmaster"            <===
],
...





You can add owlhinstaller to your crontab for an automatic update of your platform. following lines will move OwlH installer and create cron job. Please change as needed.


Note

While this is recommended, it is not mandatory. you can run your OwlH Installer manually as per your needs



# mkdir /usr/local/owlh/src/owlhinstaller
# cp /tmp/owlhinstaller/* /usr/local/owlh/src/owlhinstaller/
# (crontab -l ; echo "0 0 * * * /usr/local/owlh/src/owlhinstaller/owlhinstaller ") | crontab -











          

      

      

    

  

    
      
          
            
  
install owlh node



	install with installer


	service config


	install suricata


	install zeek


	install wazuh


	install owlh interface


	install software tap related packets


	configure your firewall


	register node in master and configure








How to install OwlH Node


Important

First, be sure you will have your OwlH Master ready. And your OwlH UI pointing to your OwlH Master.



[image: ../../_images/nodes.png]
Ready?


Download and prepare OwlH Installer







	OS version

	URL





	CentOS 7

	wget http://repo.owlh.net/current-centos/owlhinstaller.tar.gz



	Ubuntu

	wget http://repo.owlh.net/current-debian/owlhinstaller.tar.gz



	Raspbian

	wget http://repo.owlh.net/current-arm/owlhinstaller.tar.gz






Now let’s install it.

# mkdir /tmp/owlhinstaller
# tar -C /tmp/owlhinstaller -xvf owlhinstaller.tar.gz





We are almost done. In order to allow OwlH installer to do its work, we need to tell it what is/are out target/s for this box. A target is an OwlH component that must be installed or updated. All this info is provided in the config.json file included in the owlhinstaller folder


Note

Right now, our target is “owlhnode”, our action is “install”




Important


	Choose the right repo:

	
	http://repo.owlh.net/current-centos/


	http://repo.owlh.net/current-debian/


	http://repo.owlh.net/current-arm/










{
...
"tmpfolder":"/tmp/",
"action": "install",      <===
"repourl":"http://repo.owlh.net/current-centos/",  <=== choose your right repo (current-centos, current-debian, current-arm)
"target": [
    "owlhnode"            <===
],
"masterfiles":[
...
}






Attention

you can change your installation paths as needed. Changing default paths may need further paths change for some configurations like service init files. If you are not familiar with it, keep defaults until it is really needed or ask for help.






Install OwlH Node

# cd /tmp/owlhinstaller
# ./owlhinstaller





for systemd:
# cp /usr/local/owlh/src/owlhnode/conf/service/owlhnode.service /etc/systemd/system
# systemctl daemon-reload
# systemctl enable owlhnode
# systemctl start owlhnode








Check if your OwlH Node is running

check owlhnode logs
# tail -f /var/log/owlh/owlhnode-api.log

check owlhnode process is running
# systemctl status owlhnode.service
# ps -ef | grep owlhnode

check if owlhnode service port is listening
# netstat -nputa | grep 50002








Register your new node in your OwlH Master

You will need:

OwlH node name
OwlH node ip
OwlH node port





Go to your OwlH master console -> nodes -> Add NIDS and introduce the right values

[image: ../../_images/addnode.png]



Modify your OwlH Installer configuration to keep your system uptodate


Note

Right now, our target is “owlhnode”, our action is “update”.



modify your config.json file to set action as “update”.

...
"tmpfolder":"/tmp/",
"action": "update",      <===
"repourl":"http://repo.owlh.net/current-centos/",  <=== choose your right repo
"target": [
    "owlhnode"            <===
],
...





You can add owlhinstaller to your crontab for an automatic update of your platform. following lines will move OwlH installer and create cron job. Please change as needed.


Note

While this is recommended, it is not mandatory. you can run your OwlH Installer manually as per your needs



# mkdir /usr/local/owlh/src/owlhinstaller
# cp /tmp/owlhinstaller/* /usr/local/owlh/src/owlhinstaller/
# (crontab -l ; echo "0 0 * * * /usr/local/owlh/src/owlhinstaller/owlhinstaller ") | crontab -













          

      

      

    

  

    
      
          
            
  
install owlh user interface





          

      

      

    

  

    
      
          
            
  
analyzer

analyzer key

{
    "analyzer":{
        "analyzerconf":"conf/analyzer.json"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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deploy

deploy key

{
    "deploy":{
        "suricata":"/usr/local/src/owlhnode/conf/deploy/owlh-suricata.sh",
        "zeek":"/usr/local/src/owlhnode/conf/deploy/owlh-zeek.sh",
        "interface":"/usr/local/src/owlhnode/conf/deploy/owlh-interface.sh",
        "firewall":"/usr/local/src/owlhnode/conf/deploy/owlh-firewall.sh",
        "moloch":"/usr/local/src/owlhnode/conf/deploy/owlh-moloch.sh"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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execute

execute key

{
    "execute":{
        "command":"sh",
        "check":"which",
        "param":"-c",
        "copy":"cp",
        "wget":"wget",
        "socatPID":"ps -aux | grep socat | grep OPENSSL-LISTEN:<PORT> | grep -v grep | awk '{print $2}'",
        "socNetExec":"-d OPENSSL-LISTEN:<PORT>,cipher=HIGH,method=TLS1.2,reuseaddr,pf=ip4,fork,cert=<CERT>,verify=0 SYSTEM:\"tcpreplay -t -i <IFACE> -\" &",
        "socNetFile":"-d OPENSSL-LISTEN:<PORT>,cipher=HIGH,method=TLS1.2,reuseaddr,pf=ip4,fork,cert=<CERT>,verify=0 SYSTEM:\"tcpdump -n -r - -s 0 -G 50 -W 100 -w <PCAP_PATH><PCAP_PREFIX>%d%m%Y%H%M%S.pcap <BPF>\" &",
        "NetSocFile":"-n -i <IFACE> -s 0 -w - <BPF> | <STAP> - OPENSSL:<COLLECTOR>:<PORT>,cert=<CERT>,verify=0,forever,retry=10,interval=5",
        "list":"ls -la",
        "suriPID":"ps -aux | grep suricata | <ID> grep -v grep | awk '{print $2}'",
        "openSSL":"ps -aux | grep OPENSSL:<COLLECTOR>:<PORT> | grep -v grep | awk '{print $2}'",
        "tcpdumpPID":"ps -aux | grep -v grep | grep tcpdump <TCPDUMP> | grep <IFACE> | grep '<BPF>' | awk '{print $2}'",
        "status":"status | grep running | awk '{print $5}'",
        "pidID":"ps -aux | grep <PID> | grep -v grep"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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files

files key

{
    "files":{
        "software TAP PULL mode conf":"conf/stap-defaults.json",
        "main.conf": "conf/main.conf",
        "suricata_config": "/etc/suricata/suricata.yaml",
        "analyzer":"conf/analyzer.json"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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groupConn

groupConn key

{
    "groupConn":{
        "path": "conf/group.db",
        "cmd": "sqlite3"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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knownports

knownports key

{
    "knownports":{
        "file":"/usr/local/zeek/logs/current/conn.log",
        "timeToAlert":"60"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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loadDataWazuhBin

loadDataWazuhBin key

{
    "loadDataWazuhBin":{
        "bin": "/var/ossec/bin/ossec-control"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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loadDataWazuhBin

loadDataWazuhBin key

{
    "loadDataWazuhBin":{
        "bin": "/var/ossec/bin/ossec-control"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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loadDataWazuhRunning

loadDataWazuhRunning key

{
    "loadDataWazuhRunning":{
        "cmd": "/var/ossec/bin/ossec-control status | grep logcollector",
        "param": "-c",
        "command": "bash"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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loadDataZeekPath

loadDataZeekPath key

{
    "loadDataZeekPath":{
        "path": "/usr/local/zeek",
        "nodeConfig":"/usr/local/zeek/etc/node.cfg"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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loadDataZeekRunning

loadDataZeekRunning key

{
    "loadDataZeekRunning":{
        "cmd":"/usr/local/zeek/bin/zeekctl status | grep standalone | awk '{print $1 \" \" $4}'",
        "param":"-c",
        "command":"bash"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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logs

logs key

{
    "logs":{
        "filename":"/var/log/owlh/owlhnode-api.log",
        "maxlines":"1000000",
        "maxsize":"256000000",
        "daily":"true",
        "maxdays":"7",
        "rotate":"true",
        "level":"10"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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loop

loop key

{
    "loop":{
        "ControlSource":"10",
        "StartSource":"10",
        "MonitorFile":"3",
        "CHcontrol":"3",
        "InitAnalizer":"3",
        "knownports":"20",
        "NewPorts":"20",
        "FileRotation":"1",
        "monitor":"20",
        "stap":"60",
        "Pcap_replay":"60",
        "stapStatus":"60",
        "ReadDir":"60",
        "remote":"10"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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nodeConn

nodeConn key

{
    "monitorConn":{
        "path": "conf/monitor.db",
        "cmd": "sqlite3"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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node

node key

{
    "node":{
        "version":"0.13.0.2020-03-26",
        "homenet": ["192.168.0.0/16", "172.16.0.0/8"],
        "alertLog": "/var/log/owlh/alerts.json",
        "backupFolder":"conf/backups/"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net




OwlH - current v0.14.x - Mar - OwlH Changelog [https://github.com/OwlH-net/roadmap/blob/master/README.md]

documentation last updated - Jul 06, 2020







          

      

      

    

  

    
      
          
            
  
nodeConn

nodeConn key

{
    "nodeConn":{
        "path": "conf/node.db",
        "cmd": "sqlite3"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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pluginConn

pluginConn key

{
    "pluginConn":{
        "path": "conf/plugins.db",
        "cmd": "sqlite3"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]
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OwlH - current v0.14.x - Mar - OwlH Changelog [https://github.com/OwlH-net/roadmap/blob/master/README.md]

documentation last updated - Jul 06, 2020







          

      

      

    

  

    
      
          
            
  
service

service key

{
    "service":{
        "file":"owlhnode.service",
        "origPath":"conf/service/",
        "dstPath":"/etc/systemd/system/",
        "reload":"systemctl daemon-reload",
        "enable":"systemctl enable owlhnode"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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stap

stap key

{
    "stap":{
        "in_queue":"/usr/share/owlh/in_queue/",
        "out_queue":"/usr/share/owlh/out_queue/",
        "interface":"owlh",
        "keepPCAP":"false",
        "plugin":"/usr/bin/socat",
        "tcpdum":"/usr/sbin/tcpdump",
        "tcpreplay":"tcpreplay -i <IFACE> -t -l 1 <NAME>",
        "checkTCPDUMP":"tcpdump",
        "checkTCPREPLAY":"tcpreplay",
        "checkSOCAT":"socat"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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stapCollector

stapCollector key

{
    "stapCollector":{
        "start":"systemctl start owlh-stapcollector",
        "stop":"systemctl stop owlh-stapcollector",
        "status":"netstat -nputa | grep 50010",
        "param":"-c",
        "command":"bash"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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stapConn

stapConn key

{
    "stapConn":{
        "path": "conf/servers.db",
        "cmd": "sqlite3"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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stapPubKey

stapPubKey key

{
    "stapPubKey":{
        "publicKey":"/usr/local/owlh/src/owlhnode/conf/certs/ca.pem",
        "user":"owlh",
        "cert":"/home/owlh/.ssh/owlhmaster"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]
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suriBin

suriBin key

{
    "suriBin":{
        "cmd": "/usr/bin/suricata",
        "param": "-V"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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suricata

suricata key

{
    "suricata":{
        "suricata":"suricata",
        "reload":"kill -USR2",
        "kill":"kill -9",
        "command":"bash",
        "param":"-c",
        "start":"systemctl start owlhsuricata",
        "stop":"systemctl stop owlhsuricata",
        "backup":"/var/run/suricata/",
        "pidfile":"pidfile.pid",
        "filter":"/etc/suricata/bpf/<ID>-filter.bpf",
        "fullpidfile":"/var/run/suricata/<ID>-pidfile.pid"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]
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suricataBPF

suricataBPF key

{
    "suricataBPF":{
        "pathBPF": "/etc/suricata/bpf/",
        "fileBPF": "filter.bpf"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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suricataRuleset

suricataRuleset key

{
    "suricataRuleset":{
        "path": "/etc/suricata/rules/",
        "file": "owlh.rules"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]
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suricataRulesetReload

suricataRulesetReload key

{
    "SuricataRulesetReload":{
        "suricatasc": "/usr/bin/suricatasc",
        "param": "-c",
        "reload": "reload-rules",
        "socket": "/var/run/suricata/suricata-command.socket"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]
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suriInit

suriInit key

{
    "suriInit":{
        "path":"/usr/local/owlh/src/owlhnode/conf/suricata-init.conf"
    }
}






If you need help


	email our support team - support@owlh.net
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suriPath

suriPath key

{
    "suriPath":{
        "path": "/etc/suricata"
    }
}






If you need help


	email our support team - support@owlh.net
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suriRunning

suriRunning key

{
    "suriRunning":{
        "cmd": "ps -ef | grep suricata | grep -v grep | grep -v sudo | awk '{print $8 \" \" $2}' ",
        "param": "-c",
        "command": "bash"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]
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suriStart

suriStart key

{
    "suriStart":{
        "start":"service owlhsuricata start",
        "param":"-c",
        "command":"bash"
    }
}






If you need help


	email our support team - support@owlh.net
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suriStop

suriStop key

{
    "suriStop":{
        "stop":"service owlhsuricata stop",
        "param":"-c",
        "command":"bash"
    }
}






If you need help


	email our support team - support@owlh.net
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wazuhStart

wazuhStart key

{
    "wazuhStart":{
        "start":"/var/ossec/bin/ossec-control start",
        "param":"-c",
        "command":"bash"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]
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wazuhStop

wazuhStop key

{
    "wazuhStop":{
        "stop":"/var/ossec/bin/ossec-control stop",
        "param":"-c",
        "command":"bash"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]


	ask for professional support and services - prohelp@owlh.net
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zeek

zeek key

{
    "zeek":{
        "zeekctl":"/usr/local/zeek/bin/zeekctl",
        "nodeconfig":"/usr/local/zeek/etc/node.cfg",
        "networkconfig":"/usr/local/zeek/etc/networks.cfg",
        "zeekctlconfig":"/usr/local/zeek/etc/zeekctl.cfg",
        "zeekconfig":"/usr/local/zeek/etc/",
        "zeekpath":"/usr/local/zeek",
        "status":"/usr/local/zeek/bin/zeekctl status | grep standalone | awk '{print $1 \" \" $4}'",
        "currentstatus":"status",
        "stop":"stop",
        "start":"start",
        "deploy":"deploy"
    }
}






If you need help


	email our support team - support@owlh.net


	join OwlH slack - OwlH Slack workspace [https://join.slack.com/t/owlh/shared_invite/enQtNjE2NTEwODUzNTExLTJlNTdlMDRiMzM0ZTVhNWQ0YWE4YzgyYWQ4ZGYyMDQzMzM5NDA1M2I3NDlhYTFkNjdhZTk0MzFjMGU3ZWI3ZDM]
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update owlh client





          

      

      

    

  

    
      
          
            
  
update owlh master





          

      

      

    

  

    
      
          
            
  
update owlh node





          

      

      

    

  

    
      
          
            
  
update owlh user interface
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